Design of an Error-Based Robust Adaptive Controller
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Abstract- Design of an adaptive controller for complex dynamic systems is a big challenge faced by the researchers. In this paper, we propose a novel method for the design of an error-based robust adaptive controller to make the system response reasonably fast with no overshoot. Here the control action is designed by introducing the notion of ‘error-based adaptive controller’ (EB-AC). In the design of this feedback adaptive controller, parameters of the controller are designed as a function of the system error. For example, the position feedback parameter $K_p(e, t)$, which controls the bandwidth of the system as well as the dynamic response, is a function of the system error $e(t)$. In the design of the position feedback parameter $K_p(e, t)$, for large error $e(t)$ is kept large, thus increasing the bandwidth of the system which yields a fast response, whereas for decreasing errors, $K_p(e, t)$ is continuously decreased to a small value. Thus, during the dynamic response of the system, the bandwidth of the system is continuously controlled by the system error $e(t)$. Similarly, the velocity feedback parameter $K_v(e, t)$ which controls the damping of the system is kept very small for large errors, and continuously increased to a large value for decreasing error of error. Hence, in the design of the proposed adaptive controller, the position feedback $K_p(e, t)$ and the velocity feedback $K_v(e, t)$ are formulated as a function of the system error, and this approach for formulating the adaptive controller yields a very fast response with no overshoot. In this paper, we present an error-based robust adaptive control design methodology for a linear system.

Index Terms- Adaptive controller, Dynamic Pole-Zero Locus (DPZL), position feedback, velocity feedback.

I. INTRODUCTION

Recently there has been an increasing interest from the design of conventional controller to the design of intelligent based control approaches such as adaptive control for controlling a complex dynamic system containing nonlinearity like hysteresis. For decades various schemes of adaptive control have been proposed, and robust adaptive control for nonlinear systems with complex dynamics has received great attention. However, not many of these approaches are suitable for complex nonlinear systems [1-3]. The inverse optimal controller [4-6] using the Lyapunov function is one of the most effective way for designing controllers for nonlinear systems. Using this approach, the controller minimizes a cost function and guarantees the optimality and a stability margin.

In this paper, we present a novel design for a robust controller that yields a faster and stable response using the feedback parameters as a function of system error $e(t)$ and its states $x(t)$. In order to illustrate the robustness of this design procedure of the controller, some simulation studies are presented.

II. DESIGN OF A ROBUST ADAPTIVE CONTROLLER

A. Step response for a second-order system: some important observations

In our study, we consider a typical open-loop second order plant $G_p(s)$ defined as

$$G_p(s) = \frac{1}{s^2 + as + b}$$

(1)

As shown in Fig. 1, With a feedback controller, the transfer function of the closed-loop system is given by

$$\frac{Y(s)}{R(s)} = \frac{b + K_1}{s^2 + (a + K_2)s + b + K_1}$$

(2)

Fig. 1. A typical second-order model and its closed-loop system with two feedbacks $K_1$ and $K_2$.

This transfer function can be compared with a general second-order system model as

$$\frac{b + K_1}{s^2 + (a + K_2)s + b + K_1} = \frac{\omega_n^2}{s^2 + 2\zeta\omega_n s + \omega_n^2}.$$  

(3)

Thus, we see that,
\[ \omega_n^2 = b + K_1 \pm K_p \]
\[ 2\zeta\omega_n = a + K_2 \pm K_v \]

where the parameters \( K_p \) and \( K_v \) are defined as position feedback and velocity feedback respectively.

Generally the dynamic behavior of a second-order system can be described in terms of two parameters, the natural frequency \( (\omega_n) \) and the damping ratio \( (\zeta) \). The transient response of a typical control system often exhibits damped oscillations before reaching the steady-state. In specifying the transient response characteristics of a second-order control system to a unit-step input, following transient parameters in the design of a controller are usually considered:

Rise time: \( T_r = \frac{\pi - \theta}{\omega_d} = \frac{\pi - \theta}{\omega_n \sqrt{1 - \zeta^2}} \) \( \theta = \cos^{-1}(\zeta) \) (5)

Settling time: \( T_s = \frac{4}{\zeta\omega_n} (2\% \text{ criterion})\) (6)

Maximum overshoot: \( M_p = e^{-\pi\sqrt{1-\zeta^2}} \times 100 \% \) (7)

It is important to note that in the step response of the second-order system, the transient values for \( T_r, T_s \) and \( M_p \) are dependent on the natural frequency \( (\omega_n) \) and the damping ratio \( (\zeta). \) As shown in Fig. 2, the positions of the poles of the system are determined by the values of \( \omega_n \) and \( \zeta. \) In the transient response, it is to be noted that an underdamped system \((\zeta<1)\) yields large overshoot \( (M_p) \) with a larger settling time \( (T_s) \), but faster rise time \( (T_r) \). Whereas, an overdamped system \((\zeta>1)\) yields no overshoot, i.e. \( M_p = 0 \), but it yields slower \( T_r \) and large \( T_s \). Some typical transient responses for step inputs for both overdamped and underdamped systems are shown in Fig. 3.

B. Development of a Error-Based Adaptive Controller

Design Criterion

For the design of an appropriate feedback controller, let us consider the system error \( e(t) \) as an important parameter in our feedback design, and in our design methodology developed in this paper, we will make the parameters of the feedback controller as a function of the error. From the transient responses shown in Fig. 3(b), we can emphasize that for large errors a small \( \zeta \) and a large \( \omega_n \) i.e. an underdamped dynamics, will yield a very fast response with a very small rise time \( T_r \). On the other hand, for small errors a large \( \zeta \) and a small \( \omega_n \), i.e. an overdamped system dynamics, will inhibit any overshoot. Since \( \zeta \) and \( \omega_n \) are dependent upon the parameters of position feedback \( (K_p) \) and velocity feedback \( (K_v) \), if we define \( K_p(e, t) \) and \( K_v(e, t) \) as a function of the system error, \( e(t) = r(t) - y(t) \), then we can achieve a very fast dynamic response with no overshoot, thus one can achieve a very fast response with a very small rise time and shorter settling time.

From these qualitative observations on the transient period of the step response, we derive the following design criteria for the feedback controller.

**Design criteria for the adaptive controller:**

(i) When the system error is large, keep the damping ratio, \( \zeta \) very small and natural frequency, \( \omega_n \) very large.

(ii) When the system error is small, damping ratio, \( \zeta \), should be large and natural frequency, \( \omega_n \), small.

**Design of parameters for the adaptive controller:**

- Position feedback \( K_p \) controls the natural frequency of the system \( \omega_n \), i.e. \( K_p = \omega_n^2 \) and the bandwidth of the system is determined by the system natural frequency \( \omega_n \).
- Velocity feedback \( K_v \) controls the damping ratio \( \zeta \), i.e. \( K_v = 2\zeta\omega_n \)

Thus, we can design the adaptive controller parameters for position feedback \( K_p(e, t) \) and velocity feedback \( K_v(e, t) \) as a function of the error:

\[ e(t) = r(t) - y(t) \] (8)

Hence, as discussed above, a desired transient response from the systems can be obtained by using sliding values of \( \omega_n \) and \( \zeta \) during the operation of the system. As given in Eqn. (4), \( \omega_n \) and \( \zeta \) are dependent upon the position feedback \( K_p \) and velocity feedback \( K_v \), respectively. The response curves for a second-order closed-loop system with varying \( K_p \) and \( K_v \) are shown in Fig. 4.

C. Design of adaptive controller parameters \( K_p(e, t) \) and \( K_v(e, t) \)

Using the design criterion for the adaptive controller stated above, one can develop many functions for \( K_p(e, t) \) and \( K_v(e, t) \) which satisfy the design criteria with respect to the system error and time. Here, we give one such function for \( K_p(e, t) \) and \( K_v(e, t) \). Defining the system error as

\[ e(t) = r(t) - y(t) \] (8)
where the system output $y(t)$ is given by

$$y(t) = K_p(e, t)x_1(t).$$  \hspace{1cm}(9)$$

Using the design criterion for the adaptive controller as given above, we define the position feedback $K_p(e, t)$ and the velocity feedback $K_v(e, t)$ gains as a function of $e(t)$ as,

$$K_p(e, t) = K_{pf}(1 + \alpha e^2(t))$$  \hspace{1cm}(10)$$

$$K_v(e, t) = K_{vf}\exp[-\beta e^2(t)]$$  \hspace{1cm}(11)$$

where $\alpha$ and $\beta$ are some gain constants which decide the slope of the functions and affect the system response as illustrated in Fig. 5. $K_{pf}$ and $K_{vf}$ are the final steady-state values of $K_p(e, t)$ and $K_v(e, t)$, and $\exp(\bullet)$ is the exponential function. The other possible functions for $K_p(e, t)$ and $K_v(e, t)$ are given in Table 1.

\begin{itemize}
  \item (a) A family of system response curves with various values of $K_p$ and a constant $K_v = 2$
  \item (b) A family of system response curves with various values of and a constant $K_p = 1$
\end{itemize}

Fig. 4. System response curves varying $K_p$ and $K_v$

\begin{itemize}
  \item (a) Changes in slope for $K_p(e, t) = K_{pf}(1 + \alpha e^2)$ for various values of $\alpha$: the direction of arrows indicates the increasing value of $\alpha$ from negative to positive values
  \item (b) Changes in slope for $K_v(e, t) = K_{vf}\exp[-\beta e^2(t)]$ for various values of $\beta$: the direction of arrows indicates the increasing value of $\beta$
\end{itemize}

Fig. 5. The change of the slopes by varying values of $\alpha$ and $\beta$

\begin{itemize}
  \item (a) the system response curves
  \item (b) the error response curves of the systems
\end{itemize}

Fig. 3. System responses to a unit-step input with two different locations of poles (i) underdamped case ($\zeta < 1$) and (ii) overdamped case ($\zeta > 1$). The optimal system response initially follows the underdamped curve for large errors, and then settles down to a steady-state value for decreasing errors.

D. Design of Robust Adaptive Controller:

As shown in Fig. 6, the control signal $u$ is derived as a function of the error $e(t)$ and time $t$ as

\begin{itemize}
  \item position feedback: $u_p(e, t) = K_p(e, t)x_2(t)$  \hspace{1cm}(12)$
  \item velocity feedback: $u_v(e, t) = K_v(e, t)x_2(t)$  \hspace{1cm}(13)$
\end{itemize}

And, thus the feedback control signal is

$$u(e, t) = r(t) - \{u_p(e, t) + u_v(e, t)\}$$  \hspace{1cm}(14)$$

where $K_p(e, t)$ and $K_v(e, t)$ are defined in Eqns.(10) and (11) respectively. This proposed novel error-based adaptive controller is illustrated in Fig. 6.
III. Design of a Robust Adaptive Controller: A Case Study

In this section, we present the design and simulation studies of a robust adaptive controller for a third-order dynamic system with two complex poles and one real pole such as

\[ G_p(s) = \frac{10}{s^3 + 11s^2 + 11s + 10} \]  

(15)

where the poles are located at -10 and -0.5+i0.87 on real-imaginary plane. The open-loop system response to the unit-step input is shown in Fig. 7.

![Fig. 7. The transient response of the open-loop system to unit-step input with \( T_r = 2.24 \) (sec) (90%) and \( M_p = 16\% \).](image)

A. Design of Robust Adaptive Controller for the Systems

Now we design a robust adaptive controller for the system. For the proposed robust adaptive control, the control input signal \( u(t) \) is derived using Eqn.(14) as

\[ u_p(e, t) = r(t) - \{ u_p(e, t) + u_v(e, t) \} \]  

(16a)

where,

\[ u_v(e, t) = \left\{ K_{pf} + \alpha K_{pf} \left( r(t) - K_p(e, t)x_1(t) \right) \right\} x_1(t) \]  

(16b)

and,

\[ u_p(e, t) = \exp \left\{ -\beta \left( r(t) - K_p(e, t)x_1(t) \right) \right\} x_2(t) \]  

(16c)

and, \( x_1(t) = x \) and \( x_2(t) = \dot{x} \) are the states of the system, \( K_{pf} \) and \( K_{pf} \) are the steady-state values of feedbacks \( K_p(e, t) \) and \( K_v(e, t) \) respectively, and \( \alpha \) and \( \beta \) are some gain constants, \( r(t) \) is the reference input of the system and \( e(t) = [y(t) - r(t)] \) is the system error. The control objective is to design the function for \( u(t) \) to make the system stable, so that the system output \( y(t) \) follows the reference input signal \( r(t) \) as \( t \to \infty \) achieving fast rise time \( T_r \) and fast settling time \( T_s \) with minimal overshoot \( M_p \).

Referring to the error-based design criteria of the robust adaptive controller, using Eqns.(10) and (11), we change the closed-loop system dynamics continuously: initially for large errors we make large \( \omega_n \) and very small \( \zeta \), which are continuously forced to change to a small \( \omega_n \) and a large \( \zeta \) for zero errors. Thus, initially when the system error is large, the system is started as an underdamped system with large \( \omega_n \) and very small \( \zeta \), and continuously, with decreasing error, the system is changed to an overdamped system with a small \( \omega_n \) and a large \( \zeta \). Considering the design criteria, we decide the values \( \alpha = 1 \) and \( \beta = 1.5 \) for desired transient response to the unit-step input determining final steady-state feedback values \( K_{pf} = 10 \) and \( K_{vf} = 5 \).

![Fig. 8. The transient response of the closed-loop system to unit-step input with \( T_r = 0.7 \) (sec) (90%) and \( M_p = 0 \% \).](image)

The transient response curve of the closed-loop system for a unit-step input is shown in Fig. 8. This response shows a very fast response \( (T_r = 0.7) \) with no overshoot improving 30% of the rise time. In Fig. 12, we present the movement of the closed-loop poles and zeros as a function of the system error. The trajectory of the poles and zeros is named Dynamic Pole-Zero Locus (DPZL).
In this paper, we have proposed the design of an error-based robust adaptive controller for controlling the dynamic response of a system. The proposed error-based adaptive controller is the controller with continuously changing feedback parameters as a function of the system error: initially for large errors an underdamped system which is forced to approach to become an overdamped system for small errors. In the beginning, for large errors, the system is underdamped, thus, it makes the system faster with a wider bandwidth. As the error changes, the value of the feedback gains $K_p$ and $K_v$ change. The design of this robust adaptive controller is conceptually error-based and can be used to handle the complexity of systems. From the simulation studies, it is shown that the transient response of the closed-loop system is very fast yielding a very small rise time with no overshoot. A proper design of the controller guarantees that the changing pole position is always are in the left-hand plane, thus guaranteeing the stability of the controlled system. Further work is under way to extend this error-based robust adaptive controller design philosophy for higher-order complex dynamic systems.